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Abstract. Machine learning models often overfit to the training data
and do not learn general patterns like humans do. This allows an attacker
to learn private membership or attributes about the training data, simply
by having access to the machine learning model. We argue that this
vulnerability of current machine learning models makes them indirect
stores of the personal data used for training and therefore, corresponding
data protection regulations must apply to machine learning models as
well. In this position paper, we specifically analyze how the “right-to-
be-forgotten” provided by the European Union General Data Protection
Regulation can be implemented on current machine learning models and
which techniques can be used to build future models that can forget. This
document also serves as a call-to-action for researchers and policy-makers
to identify other technologies that can be used for this purpose.

Keywords: Machine Learning ·GDPR · Right-to-be-forgotten · Privacy-
by-Design.

1 Introduction

The rise of the data economy has led to the creation of a number of internet
services that collect personal data of consumers and offer useful services in re-
turn. The data collected by these services is shared with other processors for
further analysis or for targeted advertising. Due to this complex network of data
controllers and processors, consumers often lack control of the different ways
in which their personal data is stored and shared. To make matters worse, the
privacy policies of the some of these services are presented to consumers in com-
plex legal parlance that prevents them from making decisions that protect their
privacy [15]. Collected data is also stored in data-centers for long periods of
time which helps these services build invasive personal profiles of their users,
including sensitive information like location, commercial activity, medical and
personal history [24]. Large-scale collection and storage of personal information
leads to major security and privacy risks for consumers. The data can be hacked
or leaked with malicious intent which leads to the consumer losing all control
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over their personal information [1]. At the same time, such information allows
service providers to infer other private information that can cause personal or
financial loss to the consumer [6].

To protect consumers from such risks, a number of jurisdictions have imple-
mented regulations that control the collection, storage, and sharing of personal
information. The General Data Protection Regulation (GDPR) [11] of the Euro-
pean Union is a comprehensive legislation that covers steps that data controllers
and processors must undertake to ensure security and privacy of personal data of
subjects within the EU. GDPR extends the notion of personal information from
identity information, such as name and addresses, to any information that can
be personally identifiable like GPS locations, IP addresses, etc. It also mandates
that data controllers and processors can only collect information that is relevant
to their services and require explicit user consent to do so. In addition to man-
dates on transparency, storage, and security, Article 17 of the GDPR also gives
a consumer the right to have their personal information removed from a service
provider. The “right to erasure”, often referred to as the “right-to-be-forgotten”,
mandates that data controllers must provide a mechanism through which data
subjects can request the deletion and stop further processing of all their personal
information collected by the data controller [11].

While it is relatively straightforward to keep track of raw stores of private
data, the implementation of “right-to-be-forgotten” is made very complex due
to the use of personal information in training a variety of machine learning
models [16]. Such models are used to provide insights about credit worthiness,
bio-metric authentication, medical diagnosis etc [18]. Due to the popularity of
machine learning as a service (MLaaS), data controllers often give data to pro-
cessors that train machine learning models for the controller and delete the raw
data once the training is over [21]. This allows data controllers to satisfy leg-
islative mandates because machine learning models are not considered stores of
private information under most legislation. However, it has recently been shown
that machine learning models often overfit to the training data [25]; i.e., they
display higher accuracy on training data than on previously unseen test data.
Hence, it is possible for an attacker with access to the model to identify data
used to train the model and learn private attributes [13] [19] [21]. Fig. 1 shows
the success of model inversion attacks on a facial recognition model by only using
the model and the name of the subject.

In this position paper, we opine that the existence of such attacks indirectly
makes machine learning models stores of personal information. Therefore, all
mandates of the GDPR that apply to regular stores of personal information must
be extended to machine learning models trained with such data. In this paper,
we specifically look at how the “right-to-be-forgotten” can be implemented on
machine learning models and introduce techniques like influence functions [14]
and differential privacy [10] as potential approaches to solve this problem.
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Fig. 1: Recovered training image using attribute inference attacks v/s original
training image [13]

2 The “right-to-be-forgotten”

The GDPR framework created by the European Union provides EU residents
with protection against predatory practices of data-based internet services. GDPR
enforces rules about the kind of user data that can be collected, shared, stored
in a persistent manner, and how it should be safe-guarded. While other regula-
tory frameworks, such as HIPAA and COPPA regulations in the United States,
also control the collection and storage of personal information, the “right-to-
be-forgotten” is certainly unique to the GDPR [11]. Specified in the Article
17 of the GDPR framework, the right-to-be-forgotten, also known as the right-
to-erasure, states that “the data subject shall have the right to obtain from the
controller the erasure of personal data concerning him or her without undue de-
lay and the controller shall have the obligation to erase personal data without
undue delay where one of the following grounds applies:

– the personal data are no longer necessary in relation to the purposes for
which they were collected or otherwise processed;

– the data subject withdraws consent on which the processing is based according
to point (a) of Article 6(1), or point (a) of Article 9(2), and where there is
no other legal ground for the processing;

– the data subject objects to the processing pursuant to Article 21(1) and there
are no overriding legitimate grounds for the processing, or the data subject
objects to the processing pursuant to Article 21(2);

– the personal data have been unlawfully processed;
– the personal data have to be erased for compliance with a legal obligation in

Union or Member State law to which the controller is subject;
– the personal data have been collected in relation to the offer of information

society services referred to in Article 8(1).”

The right-to-be-forgotten also requires the data controller to take any tech-
nical steps necessary to prevent the processing of information by data processors
with whom the data controller has shared this data.
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3 Privacy leakage in machine learning systems

The use of collected information to train machine learning models, specifically
in a Machine Learning as a Service model, makes implementation of the right-
to-be-forgotten extremely complicated. Users’ data is used by controllers and
processors to build machine learning systems for a variety for services, ranging
from facial recognition [18] to medical diagnostics as in IBM Watson. However,
most of the popularly-implemented machine learning algorithms often memorize
the data used to train them [25]. Therefore, even if raw copies of the training
data are deleted, data can be recreated from the machine learning model [13].

Leakage of private information in machine learning models can be done via
two types of attacks. In attribute inference attacks, an attacker can recreate
sensitive features about a user by having access to the machine learning model
and partial publicly-available features, such as names, gender, etc. In order to do
so, the attacker simply needs access to the confidence values outputted by the
model. For example, given a facial recognition model, the attacker can recreate
the face of a person of his/her choice by simply identifying images that are
classified as that person with high confidence [13], as can be seen in Fig. 1.
Substantial evidence points to the phenomenon of over-fitting as a lead cause of
such attacks [25]. Over-fitting occurs when a machine learning model memorizes
the training data rather than learning general features about it [22]. Such a
model performs extremely well on data points close to training data points while
performing poorly at other data points. Thus, by identifying regions of the input
space where the model predictions are confident, the attacker can recreate the
training points in that region [13].

In membership inference attacks, the attacker wishes to learn if a certain
data point was used to train a model [21]. This attack can be successful even
if the attacker only has a black-box API access to the model [19]. Membership
of the user’s data in a specific dataset can reveal sensitive information about
that user. For example, the presence of user’s data in control vs experimental
groups of a medical trial can reveal the user’s medical condition. To implement
such attacks, the attacker builds multiple shadow models for which he knows
the training data. The shadow models are trained to mimic the performance of
the target model and have an additional binary output deciding whether a data
point is “in” or “ out” of the training set. At test time, all the different shadow
models are engaged and if the majority of them classify the test point as “in”,
then the data point is part of the original training data. The reasons behind the
success of these attacks aren’t fully understood due to the lack of explainability
in machine learning algorithms like deep learning. Yeom et al. identified high
influence of specific training data points on the model parameters as one of the
root cause of this weakness [25] .
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4 Implementing “right-to-be-forgotten” in machine
learning models

Membership and attribute inference attacks described in the previous section
demonstrate that machine learning models act like indirect stores of the per-
sonal information used to train them. Therefore, the right-to-be-forgotten is
incomplete if it does not apply to the machine learning models trained with
personal information. Apart from the reasons of privacy, the ability of machine
learning models to forget certain training data points also help improve their
security and usability, because the model can unlearn the effects of poisoned or
erroneously created training data [7].

A straightforward way to implement the right-to-be-forgotten in machine
learning models is to delete the requesting user’s personal information from the
training set and retrain the model entirely. This method is impractical because
commercial machine learning models may have millions of parameters and are
trained over large corpora of data. Retraining them requires significant cost
and effort which a data processor may not be able to afford without charging
a fee for entertaining such requests. Additionally, the possibility of retraining
the model to comply with right-to-be-forgotten may compel data processors to
persistently store personal information in its raw format, when they would not
do so otherwise, which can make it susceptible to theft or leakage. Therefore,
we must design solutions that allow to models to forget training data without
requiring retraining. We identify three existing techniques that can potentially
be used for this purpose.

4.1 Influence Functions

Influence functions are tools from robust statistics that measure the effect of
a training point on the machine learning model’s parameters and predictions.
Specifically, they measure the change in model’s accuracy at a test input when a
training point is removed from the training set. Koh and Liang [14] formalized
this concept for deep neural networks and provided a closed-form expression
to measure the influence of a training point on the model’s parameters and
performance at a test input. The measurement of influence of a training point
on a test input is done in two parts. First, we measure the change in the model
parameters caused by the removal of a training point and then we measure the
change in model loss at the test point given the change in the model parameters.

Consider a model F , trained on the training data Xtr, Y tr where X repre-
sents the features and Y represents the labels. Let L represent the loss function
used to train the model. That is, the function L(θ,x,y) measures how far the
prediction made by the model under parameters θ at an input x is from the
corresponding true label, y. For algorithms like deep learning, mean squared
error or categorical cross entropy are routinely chosen as the loss function.
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Given initial model parameters, model risk is measured as the average model
loss over the training data,

R(θ) =
1

|Xtr|
∑

x∈Xtr
y∈Y tr

L(θ,x,y)

The goal of model training is to find parameters θ∗ that minimize the model
risk. Therefore,

θ∗ = argmin
θ
R(θ)

Assuming that R(θ) is convex and differentiable, we have,

∇θR(θ∗) = 0

Increasing the weight of a specific training point x∗ by a small amount ε ∈ R
leads to a new risk function

Rx∗,ε(θ) = R(θ) + εL(θ,x∗,y∗)

Note: setting ε = − 1
|Xtr| is equivalent to leaving the training point x∗ out of the

training data completely. Minimizing the new model risk leads to a different set
of optimal parameters

θ∗x∗,ε = arg min
θ

Rx∗,ε(θ)

Koh and Liang were able to measure the change in optimal model parameters
due to up-weighting x∗ by an infinitesimally small ε as

∂

∂ε
θ∗x,ε = −H−1θ∗ · ∇θL(θ∗,x∗,y∗)

where Hθ∗ = ∇2
θR(θ)|θ=θ∗ represents the Hessian matrix of the model risk with

respect to the model parameters [14]. Koh and Liang defined the influence of a
training point, x∗, on the loss at a test input, x′ as

I(x∗,x′)
def
=

∂

∂ε
L(θ∗,x′,y′)

∣∣∣∣
ε=0

= −∇θL(θ∗,x′,y′)T ·H−1θ∗ · ∇θL(θ∗,x∗,y∗)

Thus, the quantity Q1 = 1
|Xtr|H

−1
θ∗ · ∇θL(θ∗,x∗,y∗) measures the change in

the optimal model parameters and the quantity Q2 = − 1
|Xtr|I(x∗,x′) measures

the change in model loss at a test point x′, when the training point x∗ has been
left out from training. Koh and Liang experimentally verified that their approach
is equivalent to leaving one data point out and retraining the model [14].

Our proposal: With this formulation, we propose to use influence functions
to implement right-to-be-forgotten in existing models. When a user requests for
his/her data to be removed, the data processor must identify all the machine
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learning models where the user’s personal data was used for training. Having
complete access to the model parameters, the processor can compute the new
parameters when the user’s data is removed from the training set. These new
parameters can be easily computed by measuring the influence of the user’s data
and adding the amounts specified by Q1 to the parameters. Influence functions
also allow a neutral auditor to audit and confirm that the request to erase data
was completed. To do so, the auditor must maintain the store of the current
parameters used in the model. When a right-to-be-forgotten request is made,
the requesting user can provide his or her data securely to the auditor and
the auditor can measure the change in model parameters before and after the
erasure request. If the change measures out to be the same as that specified
by influence functions (Q1), then the auditor can verify that the request was
correctly processed. Even if the data processor cannot give the model parameters
to the auditor, say to protect intellectual property, the auditor can maintain a
standard set of test inputs and measure the change in the model’s loss on these
inputs. If the change is equivalent to the amount specified by influence function
(Q2), the auditor can verify that the request was properly met.

One of the advantages of using influence functions is that their use to imple-
ment right-to-be-forgotten does not require major changes to existing models or
to training methods. Therefore, the use of influence functions does not adversely
affect the model’s performance or add substantial operating cost for the data
processor. However, this approach is not a complete solution. If the model is
stolen or leaked, the attacker might be able to re-create all the sensitive data.
To protect user’s personal information against this possibility, it is important to
train models that are resilient to membership and attribute inference attacks.
Differential privacy can be used for training such models [10].

4.2 Differential privacy

Differential privacy is a framework proposed by Dwork et al. [10], that captures
precisely how much additional information of an individual is leaked by partic-
ipating in a dataset, that would not have been leaked otherwise. Responsible
dataset curators can use differential privacy practices to measure the leakage of
information pertaining to individuals when disclosing aggregate statistics about
the data and when replying to dataset queries in general. In the context of ma-
chine learning, the differential privacy framework allows one to measure how
much additional information a machine learning model leaks about an individ-
ual.

Formally, a randomized learning algorithm A is said to be (ε, δ) differentially-
private if, for two datasets X, X′ differing in only data point, and a machine
learning model M,

Pr[A(X′) =M] ≤ eεPr[A(X) =M] + δ

That is, the probability that the learning algorithm A returns a model M is
approximately the same, whether it is trained on X or X′. The lower the values
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of the parameters ε and δ are, the higher the privacy provided by the randomized
learning algorithm.

Hence, differential privacy provides guarantees about how much the addi-
tion or removal of a data point from the training dataset will affect the trained
machine learning model. Consequently, a learning algorithm that provides dif-
ferential privacy guarantees with ε and δ equal to zero leaks no information
about whether a single individual was part of the training dataset or not. Fur-
ther, learning algorithms that provide such guarantees are immune to inference
attacks by definition. Achieving this property in practice however is not trivial
and the goal then becomes that of finding the lowest possible (ε, δ) while still
maintaining utility. Despite this compromise in utility, algorithms that achieve
good differential privacy guarantees are increasingly used in practice because the
differential privacy metric provides one of the strongest theoretical guarantees
of privacy [3].

One of the earliest works combining differential privacy and machine learning
was done by Agrawal and Ramakrishnan [4] in which the authors developed a
novel algorithm to learn a decision tree classifier on differentially-private data.
That is, they considered the problem of building a decision tree classifier on a
dataset that was differentially-private. In order to do so, they first developed a
reconstruction algorithm that estimated the distribution of the original dataset
and then used this estimated distribution in conjunction with the perturbed
data in order to build a decision tree classifier. Chaudhari et al. [8] extended
research in this direction by generalizing the approach for training differentially-
private machine learning models. They did so by developing a differentially-
private framework for empirical risk minimization in which they perturbed the
objective function to provide privacy guarantees. Since then, other works have
focused on releasing differentially-private models including logistic regression,
2nd moment matrix approximation, rule mining and more [12], [20],[26].

In a recent example, Abadi et al. [2] developed a method for providing dif-
ferential privacy guarantees for deep learning models by adding Gaussian noise
to the gradient values during model training. The amount of noise they add is
carefully crafted to achieve differential privacy guarantees while still maintain-
ing model efficacy. There has also been progress in situations when part of the
dataset is sensitive and the other part is public. Papernot et al. [17] developed a
framework in which first a fixed number of teacher models are trained on disjoint
subsets of the sensitive data. An ensemble of these teacher models is then used to
label the public data in a differentially-private manner while keeping number of
labelling queries fixed in order to limit privacy cost. The public data along with
differentially-private labels is then used to train a student model which provides
differential privacy guarantees with respect to the sensitive data.

We note that the application of differential privacy that we have described
thus far still requires individuals to place significant trust in the dataset curator.
Practical implementations of solid differentially-private algorithms have been
found to contain mistakes that result in significantly weaker privacy guarantees
in practice than in theory [9] [23]. In addition, users still have no protection
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against the dataset itself being breached or leaked by a malicious insider. Many
of these concerns can be alleviated by the application of differential privacy mech-
anisms directly on individual data at the point of data collection. This practice
is known as Local Differential Privacy, which systematically adds noise to the
data as it is being collected. The amount of added noise depends on the desired
privacy guarantees. As the collected data itself is noisy, even a breach at the
data collector does not expose users’ raw data. Due to such strict privacy con-
trol, local differential privacy tends to severely limit the utility provided by the
dataset, and truly massive collections of data may be required to perform even
simple analysis, such as frequent itemset mining [5]. In practice, local differential
privacy algorithms also destroy the usefulness of the dataset for inferences other
than the pre-specified ones which makes it a very attractive technique from a con-
sumer privacy standpoint. For these reasons, it seems important for regulators
to encourage the use of local differential privacy techniques when appropriate.

4.3 Machine unlearning

Cao and Yang developed an approach of making machine learning unlearn a
given data point [7]. In their approach, the machine learning model is not directly
trained on the training data but on a small number of aggregates (summations)
computed on the training data. Each summation is the sum of efficiently com-
putable transformations on the training data. Once these transformations are
computed, the training data is erased and only the transforms are used to train
the model. To erase the effect of a specific training point, its contribution is sub-
tracted from summed transformations. For certain machine learning algorithms
like naive Bayes classifiers or support vector machines, the entire influence of
training point can be removed in O(1) complexity. However, this approach is
limited to such algorithms only and not to more advanced methods like deep
learning.

To show how machine unlearning can be implemented in practice, we will use
the example of the naive Bayes classifier [7]. Given a data point with features
F1, F2, · · · , Fk, the label L selected by the classifier is the one which has the
maximum probability of being observed given the feature F1, F2, · · ·Fk. The
posterior probability of being observed is computed using the Bayes rules as

P (L|F1, F2, · · ·FK) =
P (L)

∏
j P (Fj |L)∏

j P (Fj)

Each component, such as P (Fj |L) is computed from the training data by com-
puting the number of training points that have feature Fj and the label L, i.e.
#(FJ AND L) and dividing it with the number of training points that have the

label L, i.e. #(L). That is, P (Fj |L) = #(FJ AND L)
#(L) . From the point of view of

the classifier only these aggregates are important and once they are computed,
individual data points can be discarded. To unlearn a data point, we only need
the feature F and the label L of the data point and update these counts. Say
we need to remove a data point that has both the feature Fj and the label L,
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we need to update P (Fj |L) = #(FJ AND L)−1
#(L)−1 . Other sophisticated algorithms

like Support Vector Machines and k-mean clustering can also be represented in
this form [7].

Despite its efficacy and efficiency, machine unlearning suffers from two main
drawbacks. One, it still requires that the data point to be removed must be
submitted in its raw format to an auditor to fulfill the removal request. This
is so because the model creator may have removed all the raw data and might
only be storing the summations and the features/label of the data point have
to be re-submitted by the user to update the summations. Machine unlearning
shares this drawback with the use of influence functions proposed in Section 4.1.
Two, machine unlearning provides no way to tell whether a specific data point is
currently being used to train the current machine learning model or not. This is
in contrast to the use of influence functions where low influence of a data point
may imply that either it is not part of the training set or it is not an important
piece of data for training. This makes the job of an auditor difficult as model
designer can claim that the user’s data is not being used from training.

5 Discussion and Conclusions

In this position paper, we identify machine learning models as indirect stores of
personal information. We described membership and attribute inference attacks
that can be used to recover the personal information hidden in these models. Due
to this fact, we suggest that the right to erasure enshrined in GDPR Article 17
must extend not only to raw storage of personal information but also to machine
learning models trained with such information. We describe three methods i)
influence functions ii) differential privacy, and iii) machine unlearning that either
allow erasure of specific data points from trained models or train models from
which original data cannot be recovered. Such methods can allow services that
build models on personal information to maintain users’ privacy with minimal
cost and service disruptions.

Each method has its own benefits and limitations. Influence functions have
an advantage that they can work on existing models without requiring any fun-
damental change to model training and therefore, do not impact the utility of
the model. However, removal of data using influence functions requires that the
raw data be submitted to the auditor. Differential privacy provides the strongest
guarantee of privacy among all the listed methods but it requires the develop-
ment of new training methods altogether and may suffers from loss in the model’s
utility (some works [17] claim that differential privacy acts as a regularization
technique and may actually improve model performance). Machine unlearning
requires some logistical changes in training. Also, it does not work with all ma-
chine learning models, requires raw data sample to be submitted for removal,
and provide no way to inferring if a data point is already being used to train the
algorithm. Thus, each approach may be suitable in some context while not in
others. The goal of achieving privacy in machine learning models also appears
to be at odds with other desirable properties, such as explainability and trans-
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parency. Therefore, it is important to invest in lines of research that develop
models that maintain privacy while providing transparency and explainability.
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